
ONLINE	GRADIENT	BOOSTING

Context:

Today, 	 the 	world 	 faces 	an 	unprecedented 	 increase 	 in 	 the 	 volume 	and 	speed 	of 	 available 	data
streams. 	Many 	applica:ons 	must 	move 	 to 	sequen:al 	methods 	that 	can 	acquire, 	adapt 	 to, 	and
process 	 data 	 on 	 the 	 fly. 	 At 	 the 	 same 	 :me, 	 the 	 data 	 is 	 becoming 	 increasingly 	 sophis:cated.
Tradi:onal 	 sta:s:cal 	 assump:ons 	 such 	 as 	 sta:onarity 	 (or 	 i.i.d. 	 data) 	 are 	 no 	 longer 	 sa:sfied.
Designing	efficient	algorithms	that	can	learn	from	data	as	it	comes	in	with	as	few	assump:ons	as
possible	is	a	significant	challenge	in	today's	machine	learning.	Harnessing	the	poten:al	of	these	real-
:me	data	streams	is	the	goal	of	online	(streaming,	recursive)	learning.	

A	popular	approach	in	classical	machine	learning	is	the	gradient	boos:ng	introduced	by	Friedman
[2002],	which	builds	and	combines	a	set	of	weak	learners	(such	as	simple	decision	trees)	to	produce
a	strong	 learner 	with 	higher 	predic:ve	ability. 	Offline	 (batch, 	non-recursive) 	methods	based	on
gradient 	 boos:ng 	 (such 	 as 	 XGboost 	 or 	 LightGBM, 	 Chen 	 et 	 al. 	 [2015]) 	 achieve 	 state-of-the-art
performance	for	many	machine	learning	problems.	

Recent	work	has	considered	adop:ng	these	types	of 	methods	to	 the	online	 learning	paradigm:
training 	 and 	 op:mizing 	 new 	weak 	 learners 	 on 	 the 	 fly 	 to 	 be 	 combined 	 based 	on 	 sequen:ally
collected	data	(see	Chapter	12	of	Hazan	[2019]	and	references	therein).	Nevertheless,	the	recent
Master	thesis	of	Darolles	[2021]	shows	several	issues	of	this	recent	approach,	the	main	one	being
that	the	no:on	of	weak	learner	excludes	simple	binary	trees.	Moreover,	several	ques:ons	remain:
Do	op:mal	guarantees	from	the	batch	se\ng	extend	to	the	online	se\ng?	Could	the	considerable
gap 	between	 the 	good 	 theore:cal 	 results 	of 	online 	boos:ng 	be 	 implemented 	and 	observed 	 in
prac:ce?

The	objec9ve	of	the	doctoral	project:	provide	new	online	Gradient	Boos9ng	algorithms

This	project	aims	at	building	online	gradient	boos:ng	methods	that	learn	from	the	data	step	by	step,
improving 	when 	 observing 	more 	 informa:on. 	 In 	 other 	words, 	 the 	 goal 	 is 	 to 	 adapt 	 successful
Boos:ng 	 algorithms 	 to 	 the 	 sequen:al 	 paradigm. 	 The 	 project 	mixes 	 theore:cal 	 research 	with
applica:ons	on	real	data	through	interdisciplinary	applica:ons.	It	plans	to	design	algorithms	with
robust	theore:cal	guarantees	and	good	prac:cal	performance.

Goal	1:	Provide	new	algorithms	for	online	learning	inspired	by	the	Boos:ng	literature.	
Our	idea	is	to	combine	weak	learners	using	aggrega:on	techniques	(see	the	monograph	of	Cesa-
Bianchi	and	Lugosi	[2006])	with	this	focus	in	mind.	The	key	idea	is	to	use	both	technical	tools	from
the	online	learning	community	and	Boos:ng	used	by	the	batch	learning	community	[Freund	et	al.,
1999].	A	research	direc:on	we	have	in	mind	is	the	se\ng	of	sequen:al	forecas:ng.	A	learner	is
asked	 in 	a 	 series 	of 	 rounds	 to 	predict 	 the 	 following 	observa:on	based	on 	past 	and	contextual
informa:on.	For	example,	a	meteorologist	could	be	asked	to	forecast	the	next	day's	temperature
each	day.	Actual	boos:ng	algorithms	would	most	 likely	provide	accurate	forecasts	 in	the	offline
se\ng	(i.e.,	non-sequen:al).	In	the	sequen:al	se\ng,	however,	since	the	number	of	data	increases
over	:me,	the	boos:ng	algorithm	should	be	tuned	to	be	increasingly	refined	(by	considering	more
weak	learners)	to	balance	the	bias-variance	trade-off.	A	solu:on	that	we	would	like	to	inves:gate	in
this	project	is	learning	from	expert	advice	techniques	that	sequen:ally	combine	a	set	of	experts	to
perform	and	the	best	 in 	hindsight. 	The	experts	would	be	weak	learners	(simple	trees, 	Gaussian
kernels,	or	shallow	neural	networks).	Following	the	spirit	of	Boos:ng,	we	will	regularly	enrich	the	set
of	weak	learners	seen	as	experts	by	adding	new	ones	to	the	online	combina:on	that	tries	to	correct
the	errors	of	previous	ones.	
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Goal	2:	Provide	solid	theore:cal	results	for	tree-based	online	boos:ng.	
We	seek	to	provide	robust	theore:cal	guarantees	on	the	performance	of	our	new	procedures.	The
regret 	 classically 	measures 	 the 	performance 	of 	 online 	algorithms. 	 The 	 regret 	 is 	 the 	difference
between	the	cumula:ve	past 	 losses 	 suffered	by 	 the	algorithm	and	the	best-fixed	 func:on	 in 	a
reference	class	F.	The	larger	the	reference	class	of	func:on	F	is,	the	harder	it	is	for	the	learner	to	be
compe::ve	with	it, 	and	the	more	significant	is	the	regret.	 In	online	learning,	various	algorithms
aggrega:ng	simple	trees	achieve	a	small	regret	for	complex	nonparametric	classes	of	func:ons	such
as 	 Sobolev 	 spaces 	 [see 	 Gaillard 	 and 	 Gerchinovitz, 	 2015, 	 Rakhlin 	 and 	 Sridharan, 	 2014, 	 2015,
Beygelzimer 	et 	al., 	2015]. 	However, 	 these 	algorithms 	all 	 suffer 	 from	severe 	drawbacks 	 such 	as
subop:mality 	 of 	 the 	performance 	 guarantee 	 or 	 computa:onal 	 inefficiency 	 for 	most 	 func:onal
spaces	F. 
Moreover, 	 the 	class 	F 	needs	 to 	be	known	and	fixed 	 in 	advance. 	We	want 	 to 	design	an 	online
boos:ng	algorithm	with	a	sharp	regret	bound	for	specific	func:onal	spaces	(Sobolev, 	Besov). 	 In
par:cular,	we	seek	to	compare	the	theore:cal	performance	with	the	exis:ng	ones.	Our	goal	is	to
achieve	this	by	designing	a	combina:on	of	an	increasing	number	of	experts	(well-designed	weak-
learners),	each	expert	trying	to	learn	how	to	correct	the	error	of	the	other	ones.	[Mourtada	and
Maillard, 	 2017] 	 studied 	 aggrega:on 	with 	 an 	 increasing 	 number 	 of 	 experts 	 in 	 online 	 learning.
Hopefully,	our	approach	will	provide	new	tools	and	algorithms	for	online	nonparametric	regression.	

Goal	3:	Extension	to	other	weak	learners.	
Simple	trees	are	the	typical 	weak	 learners	 in	batch	algorithms	for	computa:onal	considera:ons
because	they	are	piecewise	constant	and	straighiorward	to	fit.	However,	other	weak	learners	have
considerable 	approxima:on	power 	when	combined. 	The 	recursive 	step	 for 	 tuning 	consists 	of 	a
simple	gradient	step	that	is	adaptable	to	any	weak	learners.	Online	gradient	boos:ng	should	extend
to	weak	learners	that	are	not	trees.	For	instance,	we	could	use	Gaussian	kernels	as	weak	learners.	Li
and	Barron	[2000]	consider	an	i.i.d.	se\ng	where	a	distribu:on	with	density	f	generates	the	data.
They	aim	to	es:mate	this 	density	by	a	mixture	of	Gaussian	kernels. 	They	proposed	an	itera:ve
es:ma:on	based	on	the	maximum	likelihood	principle.	Their	Boos:ng	method	is	batched	and	must
go	through	all	the	data	at	each	step.	Another	promising	class	of	weak	learners	is	shallow	neural
networks	that,	when	combined,	have	excellent	approxima:on	guarantees	in	large	dimensions,	as
shown	by	Barron	[1994].
Moreover,	the	op:mal	number	of	elements	|F|	explicitly	depends	on	the	number	of	data	and	thus
should	increase	over	:me	in	an	online	approach.	We	want	to	enrich	the	mixture	sequen:ally	and
op:mize 	 its 	 size 	 simultaneously. 	We 	will 	 explore 	and 	 compare 	 several 	 schemes 	 to 	add 	a 	new
element	 to	 the	mixture	at 	each	round. 	 Inspired	by	Boos:ng,	we	would	add	weak	 learners	that
correct	the	cumula:ve	error	of	the	previous	element	on	past	data	thanks	to	a	gradient	step.

Goal	4:	Developing	sokware	and	applying	the	method	to	real-world	problems:	The	final	objec:ve	of
this	doctoral	project	is	to	develop	a	good	prac:cal	applica:on	for	online	Boos:ng,	developing	codes
in	packages	on	R	or	Python	sokware.	Based	on	the	experience	of	the	supervisors,	we	would	like	to
highlight	the	prac:cal	results	by	par:cipa:ng	in	compe::ons	on	electricity	load	forecas:ng.
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Suitability	for	the	ins9tute	offering	a	doctoral	research	grant:

The	study	of	online	algorithms	such	as	online	Gradient	Boos:ng	is	the	subject	of	much	axen:on	in
the 	 learning 	 community. 	 This 	 research 	 axis 	 belongs 	 naturally 	within 	 the 	 Sorbonne 	 Center 	 for
Ar:ficial	Intelligence	(SCAI)	mathema:cal	challenges	as	a	rigorous	study	of	complex	algorithms.

Profile	of	the	candidate:
Student	with	a	Master's	degree	in	sta:s:cs,	sta:s:cal	learning	or	an	engineering	degree	(with	a
specializa:on	in	applied	mathema:cs	and/or	sta:s:cs	and/or	sta:s:cal	learning	sta:s:cs)	with	a
strong	background	in	theore:cal	and	numerical	sta:s:cs	numerical	(programming	in	R	or	Python).
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